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We report high-sensitivity ac susceptibility measurements of the penetration depth in the Meissner state of
the layered organic superconductei BEDT-TTF),Cu N(CN),]Br. We have studied nominally pure single
crystals from the two different syntheses and employed controlled cooling procedures in order to minimize
intrinsic remnant disorder at low temperatures associated with the glass transition, caused by ordering of the
ethylene moieties in BEDT-TTF molecule @t=75 K. We find that the optimal cooling proceduresow
cooling of —0.2 K/h or annealing for 3 days in the regionf) needed to establish the ground state depend
critically on the sample origin, indicating different relaxation times of terminal ethylene groups. We show that,
in the ground state, the behavior observed for nominally pure single crystals from both syntheses is consistent
with unconventionatl-wave order parameter. The in-plane penetration dep{fl) is strongly linear, whereas
the out-of-plane component, (T) varies asT?. In contrast, the behavior of single crystals with long relax-
ation times observed after slow-0.2 K/h) cooling is as expected fordawave superconductor with impurities
[i.e., Nin(T) %\ ou{T) = T?] or might be also reasonably well described by shgave model. Our results might
reconcile the contradictory findings previously reported by different authors.

DOI: 10.1103/PhysRevB.66.174521 PACS nuniber74.70.Kn, 74.25.Ha, 74.62.Bf

. INTRODUCTION gradually pushed from the SC toward the AF sfafEhe
phase diagram is, therefore, quite similar to that of the cu-
Since the discovery of superconductivity in prates if doping is replaced by pressure or deuterization.
k-BEDT-TTF-based materials a decade agdhe question Third, the normal state has some properties that are distinct
of pairing symmetry has remained as one of the most intrigufrom conventional metals, supporting the importance of elec-
ing issues. From the very beginning, these materials havigon correlations. In particular, the Knight shift decreases sig-
attracted a lot of interest, not only because they achieved thaificantly below about 50 K, suggesting a suppression of the
highest superconductingSC) transition temperaturesT() density of states—that is, the appearance of a pseudogap near
among organic materials, but also because of their similarithe Fermi energy.A broad dip in the electronic density of
ties to the high-temperature cuprate superconductors. Firsstates around the Fermi energy was also observed by scan-
the «-(BEDT-TTF),X [abbreviated asx-(ET),X] are ning tunneling microscopy(STM) measurements below
strongly anisotropic, quasi-two-dimensional materials, with aabout the same temperatdré=urther, there is a peak in
very weak interplane coupling. This feature is due to thel/T,T at about 50 K, wherél; is the nuclear spin-lattice
crystalographic structure, in which orthogonally alignedrelaxation time, which suggests the presence of short-range
BEDT-TTF dimers form two-dimensiona2D) conducting AF correlations. This peak disappears under pressure con-
layers sandwiched between the polymerized afi9ayers.  comitantly with superconductivity.
Second, antiferromagnet{@&F) and SC phases occur nextto  The presence of significant electron correlations strongly
one another, which suggests that electron correlations plafavors the possibility of an unconventional SC. Results in
significant role in the establishment of the ground state. Infavor of a d-wave order parameter have been obtained by
deed, the ground state o¢-(BEDT-TTF),Cu N(CN),]CI different experimental technique$3C NMR measurements
material is an insulating AF phase with mildly canted showed that the spin-lattice relaxation rate follow3ade-
spins*3 while the ground state of pendence at very low temperatures. This result, together with
x-(BEDT-TTF),CU N(CN),]Br [abbreviated ag-(ET),Br] the Knight shift experiment, provides evidence for spin-
and k-(BEDT-TTF),Cu(NCS), [abbreviated as singlet pairing with nodes in the gdprhe low-temperature
x-(ET),NCS] is a SC phase. In the former, the applied presspecific heat’ as well as the thermal conductivity,also
sure suppresses the AF state and stabilizes the SC°statshowed a power-law behaviag(T)=T? and x(T)=T, re-
whereas by deuterization af-(ET),Br, the ground state is spectively. Further, the magnetic penetration dep(f),
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measured by microwave cavity perturbatidnmuon-spin  and the presence of QL) ions was also suggest&dFur-
relaxation'®* tunnel diode oscillatiod* and ac ther, sample dependence and relaxation effects were also ob-
susceptibility*>*® also displayed the power-law behavior, served in the magnetization measurement results for
usually in the form of T and/or aT? behavior forx(T) at ~ «-(ET),Br.®” Samples of one synthesis show two peaks in
low temperatures. the magnetization versus field(-H) curve, in contrast to
Recent angle-resolved measurements of the SC gap struétystals of another synthesis that show only one. Finally, the
ture using STM(Ref. 17 and thermal conductivify clearly =~ observed anomalous cooling rate dependence ofMhe
showed fourfold symmetry in the angular variation charac-curve was attributed to the change in the resistivity curves
teristic of thed-wave superconducting gap. Both measure-and remnant disorder in the sample.
ments have revealed that nodes are directed along directions In an attempt to reconcile the existing contradictions and
rotated by 45° relative to the in-plane crystal axes, indicatingleétermine the pairing symmetry of the genuine SC ground
d,2_y2-wave superconductivity. Such a nodal structure indi-State, we have undertaken an investigation that covered a
cates that both Fermi surface@val-shape quasi-two- broad range of single crystals of various syntheses and in
dimensional hole cylinder band and an open quasi-onewhich the influence of thermal cycling and sample history
dimensional band) should participate in SC pairing in Was checked in carefully designed experiments. We have
contrast with theoretical predictions of superconductivity in-performed a high-resolution ac susceptibility measurements
duced by AF spin fluctuatiorfs. in the Meissner state in the two field geometries, i.e., when
In contrast, some other penetration depth stutfiesas  ac field was parallel and perpendicular to the crystal planes.
well as the most recent specific heat measurenféitded A quantitative data analysis, which we have elaborated with
to results favoring a conventionswave order parameter. In Scrutiny to account for the demagnetization correction in the
particular, a strong-coupling-wave order parameter was latter geometry, enabled us to get a full characterization of
claimed to be observed in the latter experiments. each sample under study, clarifying in this way a previously
The question arises as to what the source of the conflicsuspected sample dependence. Indeed, our experiments show
ing results is and how this discrepancy could be resolved. A#hat cooling procedures in the region of the glass transition,
far as experimental determinationofT) in the mixed state Nnecessary to establish the bulk SC ground state, critically
is concerned, the complex vortex dynamics might present gepend on the sample origin. In particular, our results dem-
serious problem already at fields as low as 70—300 Oe, &@nstrate that the low-temperature state is critically deter-
pointed out by Leeet alZ® Further, additional complications mined by the time scale of the experiment in the region of
might be due to an order-disorder transition that bears glassii€ glass transition, revealing in that way different relaxation
features, taking place dtg~75 K for k-(ET),Br or atTg,  times of terminal ethylene groups in samples from two dis-
~70 K andTg,~53 K for x-(ET),NCS2"? The transition tinct syntheses studied in the most detail. We show that in the
region is situated between 65 and 85 K and between 45 ar@found state, the behavior observed for nominally pure
75 K for k-(ET),Br and x-(ET),NCS systems, respectively. single crystals from both syntheses is consistent with an un-
The transition is ascribed to the gradual freezing down of th&onventional d-wave order parameter; that is, the low-
remaining motion of the ethylene groups of the BEDT-TTF temperature in-plane and out-of-plane superfluid densities
molecules that are thermally activated at high temperaturedre proportional tof andT?, respectively. However, the be-
between the two possible conformations. That is, the relativ@avior of the superfluid density observed after standard a
orientation of the outer C-C bonds can be either eclipsed o#low cooling for single crystals with long relaxation times
staggered. Upon lowering the temperature, the former anfleviates from that found in the ground state. It is as expected
latter are adopted fok-(ET),Br and x-(ET),NCS, respec- for a d-wave superconductor with impurities or might be
tively. X-ray diffraction measurements showed that at 125 kreasonably well described by tteewave model. These re-
(CH,), groups are ordered in average in the whole Bdlk. Sults may give a solution to a decade long mystery with
However, the passage through the region of glassy transitioffgard to the symmetry pairing ir-BEDT-TTF supercon-
appears to play a crucial role regarding the level of residuafiuctors. A preliminary report was given in Ref. 38.
intrinsic disorder at low temperatures. This might be also due

to the anomalous changes in therlmal gxpans.ion behavior in- IIl. EXPERIMENTAL TECHNIQUE
side the same temperature regi8ri: Rapid cooling rates are
reflected in the smaller resistivity ratio betwe®g and T¢ Measurements of the complex ac susceptibiligy=(x'

and larger resistivity humps centered at about 60°KThe ~ +ix”) were performed using a commercial ac susceptometer
understanding of the transport properties in the normal stat€CryoBIND/Sistemprojekt, Zagreb The sensitivity of the

is further complicated by the fact that the standard resistivitysystem, expressed in equivalent magnetic moments, was
behavior that resembles a semiconducting state above 1@m=2x10"° emu in the broad temperature range between
K,3® whereas it becomes metallic below, is not reported forl.5 K and T .3® Measurements were performed wikh,.

all syntheses? In the latter case, samples display a metallic=14 mOe atf =231 Hz. A gold 0.07% iron-copper thermo-
behavior in the whole temperature range between room teneouple was used as a thermometer. The sample was placed in
perature(RT) andT.. In addition, indications are given that the upper one of two identical secondary coils immersed in a
some Cull) may replace regular G during synthesis, af- liquid helium bath, positioned in such a way that the applied
fecting the resistivity behavidP. The correlation between ac field was either perpendicular or parallel to the conducting
different mean free paths in samples of different syntheseplanes of the single crystals under study. In the remainder of
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1
) V, 1-D, U 5
X = vl—U_r 2
1+Dy’
where the index “r” designates the reference sample. When

the ac field was parallel to the crystal planes, the demagne-
tization effect could be neglected, meaning that the middle
factor in Eq.(2) can be simply replaced by unity. In order to
correct the measured data for the demagnetization factor for
the ac field perpendicular to the crystal planes, we have de-
veloped a method which strongly reduces the experimental
error in x' to less than 1% and allows us to get a reliable

FIG. 1. Thex-(ET),Br (abové and its reference samplge- ~ absolute value of the penetrated volume ' for this ge-
low). ometry, as well. The latter quantity directly determines the
penetration depth and the superfluid density, as we show in
Secs. llI B and Il C. In the following, we argue and show
that our claim is justified.

Our starting point is that the reference sample represents a
perfect copy of the sample under stulyig. 1), implying
very close values of the respective demagnetization fators
andD,. Since thex-(ET),Br sample is almost completely
acﬁamagnetic in this geometry, we can use the approximation
x'~—1. Therefore, demagnetization effects for both
samples must be very close in value and the middle factor in
Eq. (2) in the first order of approximation can be replaced by
unity. Further, in order to improve the precision and elimi-

b d: ¢ d with on for th h,nate a small remaining difference in the demagnetization ef-
observed: runs performed with compensation for the Eart Yect, the middle factor in the second order of approximation

field gave the same results. This is in accordance with th?s calculated by the following procedure. Both(ET),Br

fact that the reported values for lower critical magnetic fleldsand the reference sample were taken to be fully supercon-

HCl(T)' _corrected for demagnetization, are far at_)ove the‘ducting disks(that is, thin cylinders with an aspect ratio of
Earth’s fieldHe for all temperatures below 8 K. In this tem- |on4th"and diameter of about 0.4ith the same face area
perature rangeHc,(T)=10 Oe;™ while the value of EHe and the same thickness as their originals. We consider the
Earth's field determined in our laboratoryl:~0.36 O€."  gisk approximation to be more suitable for a description of
The calibration of the system was performed with a pieCqpg rea| sample than the elipsoid one, used by authors of Ref.
of specially and carefully designed niobium foil, which we g \ve hase this assertion on the fact that the former approxi-
will refer to, in the remainder of the paper, as the referencenation petter describes rather sharp sample edges, which
sample. For eacl-(ET),Br single crystal, a special refer- might give a substantial contribution to the demagnetization
ence sample was created independently to ensure that its disctor. The middle factor in Eq(2) is then given by the

mensions and shape were as close as possible to the origing|icyjated ratio of diamagnetic effects for these two bodies,
(see Fig. 1L We start with the conventional formula, which

relates the induced voltage on the detection thithe mea- 1 1
sured susceptibilityy,,, the demagnetization factd, the
volumeV, and the internal susceptibility’; that is, x,, cor-

rected for the demagnetization effect 1D x’): The systematic error due to the approximation of the specific
shape of samples to the shape of the disk obviously cancels
out by division. Numerical data for the demagnetization fac-
tor for the disk were taken from the literatiffe.
1+Dy’ (1) In order to calculate the area and thickness, the dimen-
sions of bothk-(ET),Br and the reference sample were care-
fully measured with a high precision of 1%. The precision
Here we have taken into account that measured samples amas verified by the following procedure. All significant nio-
much smaller than the detection coil. If we use a convenbium reference sample dimensions were measured and the
tional calibration assumption that the susceptibility for nio-volume calculated. In addition, the same reference sample
bium reference sample at low temperatures can be taken teas weighted and the volume calculated using the niobium
be —1, we can finally determine the internal value of the density py,=8.57 g/cni. The difference between two ob-
susceptibility according to formula tained values was always about 1%. Finally, the middle fac-

the paper, the case of a magnetic field aligned with lihe
crystallographic axis, i.e., perpendicular to the high-
conducting ac crystallographic planes, is denotedHyl
plane, while the case of a magnetic field direction lying in-
side the ac crystallographic plane is denotedHy| plane.

In order to probe the sample in the Meissner state care w
taken to reduce the amplitude of the ac field,§ until the
componenty’(T) was independent ofl .. (H,:<42 mOe)
and theyx”(T) component was negligible. No frequency de-
pendence (13 Hzf<2 kHz) was observed forH,.
<1 Oe. In addition no influence of the Earth’s field was

/
1—Dygiskr 1~ Doisk

!

UaxVyn=V
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tor in Eq.(2) obtained in this way differs from unity only for Below 60 K, the sample was finally cooled to 4.2 K in a few
a few percent. This shows that the calculation procedure anghinutes. For theannealedstate (denoted asA) the sample
the starting assumption are valid. was cooled down to liquid nitrogen temperatures in about 1
In the end, we estimate that our calibration procedure foh. Then it was kept between liquid nitrogen temperature and
H.cL plane is accurate in 4y’ to 33% for y' close to 100 K for three days. Finally, it was cooled down to liquid
—1 and to about 50% for-0.96>y'>—0.5. As for the helium temperature in a few minutes. The samples used in
H.d| plane, the accuracy in4y’ is estimated to be about this study were rhombic platelets with face areas between
15% for all measured low-temperatugé values. 0.51 and 2.15 mfand thickness between 0.29 and 0.70
Nominally pure single crystals of-(ET),Br, originating  mm.
from two different syntheses had different resistivity ratios
RR(75 K/T,,;) for similar cooling rates employet*3 IIl. RESULTS AND ANALYSIS
RR(75 KITnin)=p(75 K)/pmin, Wherepnmin is the resistivity
measured at temperature just above the SC transition. Single
crystals with RR(75 KT ;;)=~200 and ~50 obtained by Our first important result concerns the influence of the
standard slow cooling rate have been labeled as S1 and S&oling rate on the components of the complex susceptibility
respectively. in the SC state as a function of the synthesis procedure. We
Three different cooling procedures were used to coobresent the behavior obtained in two principal field geom-
samples from RT to 4.2 K. Special care was taken in theetries: that isH,.L plane andH,J plane, as defined in Sec.
temperature range 60<KT<100 K, where relaxation pro- Il. On the basis of our previous measurements with the mag-
cesses appeaf?® For thequencheddenoted a®) state the netic field aligned with thex and ¢ crystallographic axe¥,
sample was cooled down to liquid helium temperature inwe know that the specific orientation within tlae crystal-
about 1 min, which represents an average speed of aboufographic plane does not influence the obtained result for the
—300 K/min. over the whole temperature range. Forfie  penetration depth since the out-of-plane component is a
laxed(denoted af) state the sample was first cooled to 100 dominant contribution. Therefore, we always made sure that
K in about 10 min. Between 60 K and 100 K the cooling ratethe field was aligned with the largest dimension of the plate-
was carefully monitored to amount to about0.2 K/min.  let face in order to minimize the demagnetization factor.

A. Complex susceptibility

0,2...,.......,.......,...,... 0.2"'I"'I"'I"'I"'I"'I"'
[ Sample S2, H, | plane  (a) ] I Sample S2, H,. ll plane  (b) ]

00 Rk - ““%", y 0.0 | Sy miiAeiiipumen -

02 F r‘ ] 02k ] FIG. 3. Sample S2: real and
= I ,’ H 1 = I imaginary parts of the susceptibil-
:@ 04 L : h @ 04l ] ity for annealed A), relaxed R),
27 HE = L 1 and quenchedQ) states in(a)
£ ok Iy o= 06 b o™ ' 1 H..L plane andb) H,J| plane ge-

e { i 1 ! ] M ometry. The arrows in(@ illus-

: " i ] N W’"’} ] trate the upper limit of the system-

081 Q g ‘A/l; ] 08T ’ ] atic error.
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characterized as before by an almost complete diamagnetic
response, is established in tAestate, and not, as in the case
of sample S1, in thd state. For the purpose of clarity, we
will refer to the R state of sample S2 as thetermediate
state®® The anisotropy of the susceptibility in the ground
state is somewhat larger for sample S2 than for sample S1.
The second feature is in that the cooling rate effect on the
susceptibility value is much smaller for sample S2 compared
with the effects obtained for sample &ee Fig. 2

Finally, we point out that theg”(T) component was neg-
ligible, indicating clearly that the measured samples were in
the Meissner state.

N\ S
TR
L

B. Penetration depth

FIG. 4. Simplified depiction of th e in th ic field Further, we analyze the susceptibility data for the here-
- 4. Simplified depiction of the sample in the magnetic field 5,0 gescribed single crystals of different quality in order

(@ H,dl plane and(b) H,.L planes. Shaded parts of the sample . ;
represent the volume penetrated by the magnetic field. Condi'[io;[l0 get the penetration depth temperature behavior and the

Nout/Nin=>1in/loue in (@) ensures thah;, can be neglected in the values at zero temperatgre. i plane ge;ometry we have
analysis(Ref. 15 already argued that the in-plane penetration daptttan be

neglected in the analysis and that the out-of-plane penetra-

Susceptibility data obtained for sample S1 for two differ- 10N depthA,,; can be obtained from the susceptibility data
ent cooling rates are shown in Fig. 2. We identify fRstate usmg.thesformula. for a thin superconducting plate in a par-
as theground state In the ground state, superconductivity &llel field™® [see Fig. 4a)]:
sets in at 12.0 K and 11.5 K fdfl .. plane andH,J plane, N |
respectively. We have already reported the differencédn 1+ = _OU‘tam.( out ) .
as the well as anisotropy in the susceptibility Fbg. perpen- lout 2Nout
dicular and parallel to the planéSHere we report, to the _ _
best of our knowledge for the first time, the absolute suscep- NOW we address in more detail the,.L plane geometry.
tibility values in both field geometries. Fot .. plane the The magne_tlc field is strlct_ly perpend|_culgr to the conduc.tmg
sample response is almost completely diamagnetic, while fgplanes, so is the responding magnetization that expels it out

H.J plane the susceptibility is somewhat smaller in magni-Of the bulk. Th.e _resultant cirgulating superpurrents vyill
tude. Next, our new result points to a huge effect of thetherefore flow within planes, which will only give a contri-

cooling rate on the susceptibility value afig. When the bution to\i, [see Fig. 40)]. In order to obtain an appropriate

sample was cooled faster, the absolute value of the suscepfRmula for the analysis, we start with the generalization of
bility was smaller andc lower. In other words, the diamag- E9- (3)- We take into account that the ratio between the
netic region shrinks in thg’ vs T plot. This huge effect is doubled penetration depth\g,; and the sample width in the

especially emphasized fdd,J| plane geometry, where the direction of field penetration,, is _the_ ratio between the
absolutey’ value is almost an order of magnitude smaller for VOlume penetrated by the magnetic field and the whole

the Q state than for th® state. sample volume/. Therefore,
Susceptibility data obtained for sample S2 for three dif-

)

ferent cooling rates are presented in Fig. 3. The first feature, 1+y' = _tamv (4)
reflecting a different sample quality, is that the ground state, \% P
l E' AL L LA L B LA B ‘;'sl T 'E 10 E‘ TrrrrrTT T T T T T T T T """"P," T IE
: Sample S1 i , @ 1 ; Sample S1 77 )]
0.1 ¢ Q E 1 e _______/.,_/ I | FIG. 5. Sample Sli(a) in-
2 E I' / 12 ‘ | ] plane and(b) out-of-plane pen-
£ j 1 £ I H 1 etration depths for relaxe@R) and
£ 5 guenched(Q) states. Solid lines
0.01 o 3~ Olf . 3 represent the fit to the power-law
T ] F R ] behavior, while the arrow ifa) il-
e 1 lustrates the upper limit of the sys-
tematic error.
0.001 ¢ 5 0.01 £ J
0 2 4 6 g§ 10 12 14 0 2 4 6 8 10 12 14

T(K)
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l p— 11—
Sample S2 :‘

10 T T T T T T,

0.1F FIG. 6. Sample S2:(a) in-

plane and(b) out-of-plane pen-
etration depths for annealed\),
relaxed R), and quenchedQ)
states. Solid lines represent the fit
to the power-law behavior, while
the arrows in(a) illustrate the up-
per limit of the systematic error.

A, (mm)
Ko, ()

001 F R

>0

0.001 |

3 0.01 E

o 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
T(K) T(K)

We note that, if the sample has the shape of a platelet, thground state of samples S1 and S2, respectively. First we
magnetic field penetrates along the whole edge of the facewote that » values are in perfect accordance for both
We can rewrite Eq(4) as samples, confirming that they are in the same—ground—

on A state. Second, a difference betwegp and 7, values for
, in almost an order of magnitude proves a strong anisotropy in
1+x'= Ttanhm, 5 physical properties betgween th% two orientati%ns. Thispei/ISO
confirms our choice for the exponent in the power law in
whereC is the circumferencei the area of the platelet face, Eqs.(6) and (7).
and\;, the in-plane penetration depltbee Fig. 40)]. Finally, our third important result concerns the intermedi-

Our second important result concerns the temperature dgite state R state in sample S2for which we gets;,(5 K)
pendence ok, and\,, in the ground state as a function of =0.13, ,,(5 K)=0.10. Unlike for the ground state, the
the SyntheSiS procedure. In FlgS 5 and 6 we show the inﬂUtemperature dependences)q[t and )\OUI are so similar that
ence of the cooling rate on the anisotropic penetration dept{fhey cannot be any longer described by different power laws
as a function of the sample quality. Note that in the groundas was the case in the ground state. The obvious solution is

state of both samples S1 and S2 the temperature dependengetry to fit both penetration depths to tHié power-law
of N\, and \y; at temperatures below abio6 K is well  pehavior

described by th&@ andT? law, respectively. The upper bound

of the fit range(5 K) is given by the general requirement that 2
the genuine low-temperature behavior of the penetration Nin= kin(-l-— +\in(0), (8)
depth be strictly obeyed only far from the critical region ¢
close toT. The solid lines correspond to the calculated fit T)\2
to the power-law behavior in the temperature range 1.6 K N out= kout(T—) +Noud0), 9
<T<5 K: c
which suggests d-wave superconductor with impurities. We
)\in:kin(l) AL(O), 6 96t kp=92um, \y(0)=1256 um, and ke,=58 um,
Tc Nou(0)=110+=20 um. We point out that the fit to the
swave model describes our data almost equally wsdle
T\ Sec. Il Q. On the other hand, thewave model fails com-
Nou= kout(-l—_ +Xoul0). (7)  pletely for the penetration depth temperature dependences in
¢ the ground state of both samples S1 and S2.
We getk;,=5.2 um, \;,(0)=1.5+0.5 um, ky,=56 um, Now we comment on the penetration depth results for the

Nou(0)=53t10um and k,=2.8um, A\ (0)=1.1 Q state. We find thaty;,(5 K)=0.11, (5 K)=0.12 and
+0.4um, Koy =69 um, X ,{0)=85=10um for S1 and S2, #;,(5 K)=0.16, 7,,(5 K)=0.10 for samples S1 and S2, re-
respectively. The penetration depth values at O (Q), ob-  spectively. Here we apply the same arguments as in the case
served in the ground states of both samples, are in a veryf the intermediate state and fit bokly, and \ o to the T2
good accordance with values for the penetration depths givepower-law behaviofEgs. (8) and (9)]. We get\;,(0)=100
in the literaturet?14.15.23.26:44-46 +50 um, Aou{0)=830+100um and A (0)=24
Special attention should be given to the relative change of- 12 um, \,,(0)=170+20 um for sample S1 and S2, re-
the penetration depth at low temperatureg,T)=[\(T) spectively. The fact that these fits describe the penetration
—X(0)]/A(0). We denote the deviation of\;,(T) and depth data well again suggestd-avave superconductor with
Aou T) from their values at 0 K, in units of(0), as#;,(T) impurities. Further, it should be noted th@t \(0) values
and 7,,{(T), respectively. We find thaty,(5 K)=1.4, are larger for theQ state than for the intermediate state,
7ou5 K)=0.19 andz;y(5 K)=1.1, n,,(5 K)=0.15 in the  suggesting a larger disorder in the former state, @nad (0)
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TABLE I. Penetration depth properties, as defined in text(ifor
sample S1 in the relaxe@round and quenched states, afid)
sample S2 in the annealgdround, relaxed (intermediatg, and
quenched states.

PHSICAL REVIEW B 66, 174521 (2002

ps.in @Nd pg o fOr the ground state of sample $dstablished

in the R statg and for the ground state of sample &&tab-
lished in theA statg as a function of reduced temperature
=T/Tc are displayed in Figs. 7 and 8, respectively. There is
a strong resemblance in the behavior found for both samples.

State: Ain(0) - Aou0)  Kin Ko (5 K) 705 K) Ngte that the leading terms, which describe the low-
(um) — (um) — (pm) (pm) temperature behavior, are tileand T2 terms for ps;, and
Sample S1 ps.ouv FESPectively® This is to be expected, becauseand
T2 terms describe the low-temperature behavior of Xhe
R 15:05 53:10 52 56 14 0.19 and\ . in the ground state. If we expand the leading term to
Q  100x50 8302-100 60 480  0.11 0.12  the full polynomial, in order to fit the superfluid density data
Sample S2 in the whole temperature region beldw, we finally obtain
for sample S1
A 1.1+0.4 85-10 2.8 69 1.1 0.15
R 12+6 11020 9.2 58 0.13 0.10 psin=1—1.98+1.458°-0.02*~0.41°, (12)
+
Q  24+12 170:20 22 88  0.16 0.10 b 11887072+ 44742805, (13)
o and for sample S2
values for sample S1 are significantly larger than ones for
S2, suggesting significantly larger disorder in the former psyin=1—1.68+0.7&3+0.1ﬁ4—0.2&5, (14
sample in theQ state. Finally, the result that,(0) for
sample S1 is close to the crystal size indicates that the bulk psou=1—1.48°+2.98°-5.38+2.84°. (19

superconductivity is not established, allowing us to defineraking into account a relatively large experimental error in

the boundary between bulk and nonbulk SGcat —0.7 for  the penetration depth valuésee Figs. 5 and)6the leading

Hacl plane. coefficient values might be considered to be almost the same.
For clarity, all results for penetration depth properties preqn addition to the systematic error, there is also a noise,

sented in this Section are summarized in Table I.

C. Superfluid density
In the following, we address the temperature dependan

of the superfluid density in order to get information on the
n

symmetry of the superconducting state. We construct the i
plane superfluid densitys ;, and out-of-plane superfluid den-

which is a mere consequence of the fact that, is calcu-
lated according to the expression pgi(T)
=[Nin(0)/\in(T)]?, so that the absolute noise M in IS Pro-

Cgortional to the relative noise in the penetration depth data.

That implies a larger noise for smaller values Xxf(0),
which becomes substantial far,(0) of the order of 1um.
Finally, we point out that the shapes of curves for the in-

plane and out-of-plane penetration depths in the ground state

sit as o .
Y Ps.out are qualitatively different from the-wave dependence.

\in(0) )2 The behavior for the in-plangg;, and out-of-plangg o
psym=<)\m - ) , (100  superfluid densities for the intermediate state of sample S2
in(T) (established in th&® statg is displayed in Fig. 9. Hergs i,
5 data are insensitive to the systematic error at low tempera-
_[XoulO) (11) tures, since the correction far, drops out from the expres-
Ps.out™ NoulT)) sion forpg;,. Note that the leading term, describing the low-
T T T T LN B LR A L A R L AL AL L A
i . Sample S1, (@) ] [ Sample S1, b ]
Loy ground (R) state ] 1.0 %5, ground (R) state ® ]
08f L. 1 s ]
[ ' ] FIG. 7. Sample S1:a) in-
506 1 067 e - plane and(b) out-of-plane super-
Il [ o [ ’ ] fluid densities for the groundR)
i - state. Solid line is a fit to the poli-
041 ] 04T ] nomial expression. A large noise
F in psin is due to small values of
02 | i o2k ] N\in(0) (see texk
0.0-""""""" oo———to—— ol L
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
T/T, TT,
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Sample S2 Sample S2 ) ]

10} @] ol 5 ]

L ground (A) state 2 ground (A) state

08 | R 1 osf ]

I [ o | FIG. 8. Sample S2:(a) in-
06 1 206 RN . plane and(b) out-of-plane super-
e’ [ o [ e ] fluid densities for the groundA)

T - 3. . state. Solid line is a fit to the poli-

- * e e s o - - e e . . .

0.4 L ST N, 04 [ 't?g‘o | nomial expression. A large noise

I ) \ in pgin is due to small values of

02 ey {1 02t 3‘\ 1 Ain(0) (see text
I I %
0.0 b 00 b N
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
/T, /T,

temperature behavior, is tHE? term for both the in-plane As in the previously published pap€rwe have established
and out-of-plane superfluid densities: that AT-=0.5 K for H,.L andH,J| plane geometry cannot
be ascribed to the experimental error. We suggest that this
psin=1-1.69°+2.7%°-5.08°+2.9%°  (16)  anisotropy might be the consequence of the fact that the dia-
) 3 4 s magnetic shielding is no longer effective felr,J| plane ge-
psou=1-1.02°+1.34°-2.50"+1.18°  (17)  gmetry in the range of 0.5 K belofiic, which is due to the

In order to demonstrate the fact that the superfluid densitgmall sample dimensions and huge out-of-plaiesephson-
behavior in the intermediate state is also rather close to théke) penetration depth nedic. However, we point out that
dependence expected for taevave order parameter behav- the Tc anisotropy has negligible effects, if any, on our data
ior, the swave model dependence is added as a dashed lirRhalysis, which is primarily done in the low-temperature re-
for both orientations. gion and therefore does not influence the resulting conclu-
sions.
IV DISCUSSION Second, we address the observed differencgs in cooling
rate effects between samples S1 and S2. As pointed out ear-
We start the discussion by pointing out that the well-lier, both samples show the same behavior in the ground
defined, ground-state properties—complex susceptibilitystate: almost full diamagnetism fét,.L plane and the same
penetration depth, and superfluid density—were essentialliemperature dependence and zero-temperature value of the
reproducible for all studied single crystals from both synthe-in-plane and the out-of-plane penetration depths, as well as
ses S1 and S2. Cooling-rate-dependent effects were also rédve same superfluid density temperature dependence. How-
producible, but the observed behavior was the same only fagver, we note that sample S2 required a completely different
single crystals from the same synthesis, while it differed sig-cooling procedure with significantly longer time spent in the
nificantly from the observed behavior for single crystalstemperature region around 80 K, compared to sample S1, in

from the other synthesis. order to accomplish the ground state. Moreover, sample S2 is
First, we would like to comment on the anisotropyTig. much less sensitive to the cooling rate. That is, the difference
(b)]
1 FIG. 9. Sample S2:(a) in-
E plane and(b) out-of-plane super-
1 fluid densities for the intermediate
& (R) state. Solid line is a fit to the
: . ] polinomial expression, and dashed
3 line presents theswave model
"k\ ] 02 | g ] (see text
Sample S2 \ \ ] Sample S2 ]
intermediate (R) state intermediate (R) state
0.0 PR | IV Y S [ N S [ SR T S N S S 0'0 PR | Y ST SR [N ST S [T SR SR S S S S
0.0 0.2 04 0.6 0.8 1.0 0.0 0.2 04 0.6 0.8 1.0
/T, T/T,.
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regarding low-temperature  susceptibility and zero- 1Oy
temperature penetration depth values betw&andQ states

for sample S2 is much smaller than the difference betwen os | ]
andQ states for sample S1. Both features indicate ¢hahe ’

low-temperature state is critically determined by the time ]
scale of experiment in the region of glass transition &nd 0.6 :ﬂfg'g—
relaxation times of ethylene groups in the single crystals £ |r|;0:42
originating from synthesis S2 are much longer than the ones < I =061
in the single crystals originating from synthesis S1. When the 04r Il =0.8 ]
applied time scale is much longer than the relaxation time of ]
the ethylene moieties, the low-temperature state is the 0.2 F .
ground state. In contrast, if the relaxation time exceeds the ]
time scale of experiment, remnant disorder at low tempera- N .\
tures will be substantial and th@ state will be established. 00 02 04 0.6 0.8 10

Different relaxation times of ethylene groups might also ex-
plain why the resistivity ratio RR(75 Ki;,) is much larger

for samples from synthesis S1 when a standard slow cooling
rate is applied. At this stage, we can only speculate about th\?al
possible origin of different relaxation times. The experimen-
tal observations that the crystals from synthesis S2 show .
weak metallic behavior, instead of a semiconducting beha\)—‘i”(o)gl'3 pm was reported by Carringtoat al™* They

ior between RT and 100 K observed for samples of synthesigoim(:“d.OL.Jt that only aki,(0)=>1.8 um Fjoes the slope be-
S1, might be of the same origin. Since the RT resistivityCome similar to the one reported for higl-cuprate super-

values do not differ substantially, we propose that subtle |O_conductors and expected in the weak-coupling model. From

cal variations of the impurity level in nominally pure our present data, we gel,(0)~3 um for the crossover

samples from different syntheses might be responsible foiln—plane penetration erth valug. One possibility to interpret
the observed differences our results is to consider the mixture dfwave ands-wave

Next we comment on the behavior of the in-plane Super_order parameters, which corresponds to the superconducting

fluid density in the ground state. The temperature deperPrder parameteA(E)=A[co:_s(2¢)+r], with r representing
dence of the in-p|ane Superﬂuid density for tthevave su- the swave Componerﬁs.’ In this case the Ieadlng linear coef-

perconducting order paramet&¢k) = A cos(2$), whered is ficient a increases with the increase pfaccording to the

T/T,

FIG. 10. Superfluid density in thel ¢ s)-wave model for a few
ues of thesswave component parameter

the angle between the quasiparticle momentuand thea expression
axis, within the weak-coupling theory, is given'fy’ 212 ’{ or2
a= ex . (19
psin(t)~1-0.6478—0.276°. (18) 2.14/1—r2 | 1+2r2
The coefficienta of the leading ternt in pg;=1—at+ - - - The shapes of the superfluid density curves for several values

depends strongly on the ratio of the superconducting transRf parameterr are given in Fig. 10. For our result|

tion temperature and the zero-temperature superconductirig0-7 gives a very good agreement, which is, on the other
order parameter_ A Comparison of values fon Eq (18) to hand, theore“ca”y very Unhkely. Recently, an admixture of
those in Eqs(12) and(14) suggests that the superconductingthe ~ swave  component  with r=-0.067  for
order parameter af=0 K is much smaller than that pre- «-(BEDT-TTF)CuNCS), was suggestédfrom analysis of
dicted by the weak-coupling limit. As a result, this would the angular-dependent magnetothermal conductivity Hata.
also imply that the nodal region, which volume is inversely These data suggest thefz_ .-wave instead ofd,,-wave
proportional to the angular slope of the gap near the ffode pairing is responsible for the superconductivity<r(ET),X
w=1/A dA(¢)/d|noge. OCCUpies a much larger fraction of materials. This implies that both Fermi surfaces participate in
the phase space at low temperatures. We point out that wRairing in contrast to previous assumpticfisSince in the
have reached the same conclusion already on the basis tfrmer case the spin fluctuation model for tke(ET),X
previously obtained resultS.In the latter case, we did not Materials no longer describes the superconductivity pairing,
eva|uate)\in(0) from our measurements, but rather we usedhe Origin should be found elsewhere. A coulomb interaction,
the values reported in the literature. Following the same prowhich is responsible for the-wave superconductivity, gives
cedure as in Ref. 15, we can again use uncalibrated data froff§€ to both spin and charge fluctuations, so the obvious so-
present measurements and calculate the deviatiag, éfom  lution appears to be that charge fluctuations play the princi-
the minimum value at the lowest attainable temperaturdal role in thex-(ET),X superconductivity. The value=
Nin(T) = Nin(Trmin)-° Then, if we take the penetration depth —0.07 suggests that the nodal linesAik) pass through the
value 4 0 K given in the literaturé>#-46\. (0)~1 um, gap between two Fermi surfaces. This is consistent with the
we get the same result; that is, the leading coefficient igd+ s)-wave model in which the superconductivity is due to
much larger than expected in the weak-coupling model. Ircharge fluctuations between different groups of dimers. On
addition, we point out that the same behavior @f for  the other hand, for~—0.7, the nodal directions cross the
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2D circular Fermi surface, and far~0.7, the nodal direc- observed for S2 samples in the intermedié® state. In
tions cross the 1D Fermi surface. If tiler s superconduc- addition, a gradual decrease of the susceptibility belgvin
tivity model is generated by charge fluctuations, such a scghe deuterated system strongly indicates the inhomogenous
nario is unlikely to work, since this implies a strong intra- nature of the SC state. This is in contrast to what we observe
Coulomb repulsion in each energy band. in sample S2, in which the susceptibility curves are rather
Now, we address the behavior of the in-plane superfluigsharp even in th state. More rapid cooling rates induce a
density in the intermediate stat€ig. 9). Considering the decrease of ¢ and a substantial decrease of the SC volume
polynomial fit in Eq.(16), we see that the in-plane superfluid fraction. The authors of Refs. 54 and 6 have argued that since
density appears to fit very well thdwave model with im-  the electronic specific heat of rapidly cooled deuterated
purity scattering in the unitary limit~>*However, there isa samples did not show any finite electronic contribution at
serious discrepancy between our experimental data and thew temperatures, the missing part of the superconducting
impurity model. First of all, we ascribe the difference be-phase should be considered to be the magnetic insulating
tween theA state(ground statg R state(intermediate staje ~ phase. The question arises if their conclusion might also be
and Q state to the residual degree of the ethylene disordenalid in the hydrogenated system. Taking into account the
The annealed state we discussed is the ground state with tsgucture of the phase diagram of this class of
least disorder in the ethylene groups. It is natural to assumsuperconductorsyve think that this might be the case. How-
that the ethylene disorder gives rise to the quasiparticle scaever, specific heat data under carefully controlled cooling
tering, which changes thdinear dependence @f ;,into the  cycles are needed to resolve this issue.
t-squared dependence. But this is in contradiction with the The most intriguing fact about Fig. 9 is that in the inter-
well-established fact that a small disorder depres§gs mediate state the observed data could be well described by
dramatically’>>?In our experiment, it seems th@t is prac-  the swave model as well. This gives a possible explanation
tically unaffected by the ethylene disorder for the intermedi-for the contradictory findings in favor of thewave and
ate state, achieved by a slow cooling-60.2 K/min in the d-wave models in the same material. The behavior is obvi-
region of the glass transition. Further, taking into account the@usly strongly influenced by both thermal history and syn-
fact that thex (0) increases for at least by a factor of 6, the thesis, which suggests that the same material was not mea-
superconducting electron density at 0ri(0)c\ ~2(0), de- ~ sured in the same low-temperature state. We hope that our
creases at least by a factor of 36. A simple impurity modeFesults could contribute to reconcile contradictory findings
cannot describe the surprising combination of these two feamet in the past.
tures. On the other hand, the results for other low-
temperature states achieved by cooling ratqs<
—1 K/min for sample S1 and for th® state in sample S2
are more consistent with the theory. In these cases bgth The level of residual disorder and the electronic properties
x'(0), andthereforex(0) are concomitantly influenced by at low temperatures are critically determined by the time
the remnant ethylene disorder. However, it is still difficult to scale of the experiment in the region of the glassy transition
correlate the observed behavior to the impurity model quanand the sample synthesis. This fact imposes an additional
titatively. This discrepancy might indicate that the degree ofrequirement to get a reliable description of the SC state and
disorder at low temperatures, as defined by the cooling ratthat is to perform a full characterization of the SC state in the
in the region of the glass transition, has also a profoundample under study in the same well-defined and -controlled
influence on electronic correlations, responsible for SC paireooling conditions. The origin of the observed differences
ing. At this point we would like to recall the result of Kund can be attributed to the residual ethylene disorder, which
et al3® showing changes in the crystal structure parametermight be theoretically considered as the impurity effect.
in the region of the glass transition. It might be that these The in-plane superfluid density of the ground state with
changes are also susceptible to the cooling rate. In additiothe lowest residual ethylene disorder exhibits cl&dinear
the authors of Ref. 6 have pointed out that the role of disordependence, which is consistent with theave model and
der in this class of superconductors might be different than irin contradiction with thesswave model. The leading-linear
the other unconventional superconductors due to the vicinitgoefficient is much larger than the one expected for the
of the Mott insulator in the phase diagram. weak-couplingd-wave model. The d+ s)-wave model can
Coming back to the intermediate state, we suggest that themove this numerical discrepancy. However, the rather large
indication of the decrease in the superconducting electros-wave component needed to fit our data is not consistent
density may be related to the reduction of the superconduawith the recent thermal conductivity results.
tivity volume. It has been already reported that cooling rates On the other hand, the in-plane superfluid density of the
combined by progressive deuteration influence the lowintermediate state achieved by the slow cooling of
temperature electronic state i+(ET),Br samples*® The  —0.2 K/min in samples of one synthesis, as well as in the
deuterated-(ET),Br system is situated in the critical region states achieved by rapid cooling rateg€ —1 K/min) in
between an insulating AF transition at 15 K and a SC tranall studied samples, clearly exhibits tiesquared depen-
sition at 11.5 K. Despite the slow cooling rate, the deuteratedience, consistent witthwave superconductivity in the pres-
sample gives almost the sanig as in the hydrogenated ence of impurities. In the intermediate state, the sdpeas
x-(ET),Br system, the SC state being not fully established inin the ground state is accompanied by a relatively large re-
the bulk. Note that this result strongly resembles what weduction in the superconducting electron density, which can-

V. CONCLUSION
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not be explained within the standard impurity model. In thea long awaited consensus regarding the pairing symmetry in
rapidly cooled statesT. does reduce concomitantly with the x-(BEDT-TTF)-based superconductors. In this circum-

N (0); still the depression of ¢ is quantitatively too small stance, specific heat measurements in the same well-defined
and the reduction of the superconducting electron density iand -controlled cooling conditions are highly desirable.

too large. More work, both theoretical and experimental, is
needed to resolve these issues.

Finally, the in-plane superfluid density data in the inter-
mediate state can be relatively well fitted to thevave The authors are grateful to K. Kanoda and D. Schweitzer
model data as well. This fact gives a possible explanation fofor supplying single crystals of different syntheses used in
the contradictory findings in favor of-wave andd-wave this research and for very useful discussions. We also thank
models in the same material and will hopefully contribute toO. Milat and V. Bermanec for photographing the samples.
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